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What is Artificial Intelligence? 
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Although not generally reported, formal research on Artificial Intelligence can be said to have 
originated at the Macy conferences on Cybernetics (1945-1953). The transactions from those 
events include landmark outputs, such as the first artificial neural networks by McCulloch and 
Pitts – capable of performing basic arithmetic – and the information entropy measure, which 
constitutes the basic loss function for training most classification models today. The Macy 
conferences were shortly followed by the well-known Dartmouth Workshop (1956), where 
the moniker Artificial Intelligence (AI) was coined. The Dartmouth Workshop established AI 
as an independent scientific domain. It may seem surprising that many of the so-called ‘state-
of-the-art’ AI algorithms are improved versions of the ideas of that time.  
 
From the beginning, AI could be categorized into two sub-domains, each with an opposing 
view on how human cognition arises: symbolic AI and connectionism.  Symbolic AI is based on 
the premise that human thinking can be represented (or even replicated) by symbol 
manipulation (a sort of symbolic calculus or logics). Symbolic AI methods, include search 
trees, expert systems, fuzzy systems and heuristics. Game playing and path planning are 
among the first successful applications within the symbolic framework. Connectionists, on the 
other hand, believe that cognitive processes result from a massive network or interconnected 
computational units (neurons), linked to each other through channels of different intensity 



  
  

 
 

(ANNs). Some ANNs display extremely complex architectures, although in general all these 
algorithms are trained through similar principles. 
 
On contrast, symbolic AI techniques involve a human explicitly programming the rules of the 
algorithm for a particular task. 
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ii. Unsupervised learning: Unsupervised models are trained only with inputs without labels. 
A canonical example is cluster analysis, that chunks data measurements into different 
groups, for which a human will attempt to assign a meaning. A novel unsupervised 
technique is that of Generative Adversarial Networks (GANs), partly responsible of the 
deepfake craze (Sec. 6). Because humans are able to learn in an unsupervised manner, 
there is increasing interest in academia towards unsupervised learning. 

 
iii. Reinforcement learning: This method is also inspired in the way in which humans learn. In 

reinforcement learning, an agent interacts with the environment (simulated or otherwise) 
by collecting sensor data. The algorithm makes a series of choices which result in better 
or worse outcomes. Good outcomes give a higher reward and reinforce certain types of 
behaviour. Bad outcomes discourage the actions that led to them. Reinforcement learning 
gained large attention in 2016, when it was successfully employed to defeat the 18-time 
Go world champion by 4-1. Go is a more complex game than chess. Indeed, the computer 
that defeated Garry Kasparov in 1997 in chess employed mostly symbolic AI search 
methods, not suitable for the larger number of choices in each turn of Go match. 

 
Further nomenclature includes the term deep learning, which originally refereed to ANNs 
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Industry Academia 



  
  

 
 

i. Algorithmic bias: ML learns from data, thus it may incorporate any discriminatory biases 
that are present in the dataset. For example, search engines may display different search 
results to different ethnic groups. Search engines also tend to bubble individuals into their 
own opinions by suggesting results according to their search history. Alternative search 
engines exist to address these shortcomings.  

ii. Adversarial attacks: ML algorithms can be cheated more easily than we tend to think. 
Adversarial attacks consist in using an optimization algorithm to find specific inputs which 
make an ANN err. Examples include: putting stickers intro traffic signal that completely 
confuse a computer vision system, and fooling face detection AI by wearing accessories 
with certain patterns. 

iii. Deepfakes: Deepfakes are fake images or videos produced by generative ANNs. The 
results can be very impressive. There has been concern that deepfakes could even be used 
to manipulate elections by spreading false claims through fake but realistic video 
segments. 

iv. Fake News: New and powerful NLP algorithms, such as GPT-2 and BERT, have brought 
concern about the possibility of using these tools to generate realistic and credible fake 
news articles. At the same time, this technology can be used to detect the presence of 
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